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Abstract 

Virtual Reality (VR) applications typically require very high bandwidth (at least 15 Mbps to 20 Mbps) while 

providing questionable video quality. This is because while the user sees only a small part of the panorama 

(about 12 to 15 percent), the full panorama still needs to be provided to the user.  

This paper summarizes the state-of-the-art in VR streaming, detailing how TiledVR streaming technology 

can reduce bandwidth requirements by an order of magnitude while at the same time improving video quality. 

This is achieved by dividing the picture into “tiles” and streaming only those tiles that users actually see in their 

head-mounted display (HMD). The major challenge for any selective VR streaming technology is motion-to-

photon delay. Using a combination of selective tile transfer, a low-resolution base layer, smart packaging, and 

very low-latency protocols, TiledVR streaming can offer extremely low motion-to-photon delay, even when 

streaming from existing CDNs. The paper concludes with trade-offs between quality and bitrate, based on field 

trials and realistic use cases. 

Challenges in Virtual Reality Video 

VR took off in 2016, with a wave of new HMDs, including the Gear VR, Oculus Rift, HTC Vive, PlayStation VR, and 
more. But after the initial “wow effect” of watching VR video for the first time wears off, users realize that the service 
still suffers from problems.  

First, there may be motion sickness when the camera is moving too quickly. A new VR production approach will 
undoubtedly alleviate this, and we will not address the issue in this paper. Rather, we will focus on encoding and 
streaming solutions. 

The second problem is motion-to-photon latency experienced in networked VR, especially when using technologies 
that optimize VR bandwidth use. We will address these issues in the last section of this paper. 

But the most significant problem is video quality. The most successful video distribution business services, Netflix 
and YouTube being the most obvious examples, all stream their content. Yet, for a high-quality VR experience, 
downloading the content is the only option today. The problem is that high-quality VR requires an enormous amount 
of bandwidth. Even at the very significant bitrate used today to transmit VR video (≈ 20 Mbps), the visual quality 
remains well below the “HD” quality that consumers expect. This is only partially caused by the relatively low 
resolution of the display (≈ 1K x 1K pixels per eye), which, combined with the “screen-door effect” [1] yields fine 
lines that separate pixels. Because the user at any given time watches only a small percentage of the full panorama, 
today’s streaming services are not able to use even that modest resolution fully, since most of the pixels being 
transmitted are never watched. HMD manufacturers will keep improving the resolution of their devices, which will 
only exacerbate this problem. This paper explains how the perceived quality can be significantly enhanced, even with 
today’s devices, by making much more efficient use of the available bandwidth.  

State of the Art in VR Video Streaming 

Before addressing technologies that are enabling VR video streaming, let’s have a look on the business side. Figure 1 
is extracted from the Piper Jaffray report “Next Mega Tech Theme Is Virtual Reality” [2]; it shows how rapidly the 
virtual reality market is expected to grow in the coming years. 

With the exception of video games, these industries all rely on VR video streaming, and this market is expected to 
grow to $570 million in 2020 and to $3.9 billion in 2025.  



 

 

Figure 2 shows the ecosystem for the preparation, distribution and playback of VR video content on HMDs. The 
content is first captured by cameras to record the entire environment, usually in 2D, but some content is starting to 
be captured by 3D (stereoscopic) cameras. The video is then stitched into a more or less seamless 360° 
representation — either offline or in real time — before being mapped and encoded.  

 

Figure 1- projection of VR revenue per industry 

The most commonly used mapping today is the “equirectangular” one, which is known from maps of the earth that 
show Greenland and the north and south poles much larger than they actually are. This mapping exhibits high 
distortion at the top and the bottom of the picture (appropriately called “poles” as well). A lot of “useless” pixels are 
encoded in these regions, leading to an unnecessary bitrate increase. A more efficient mapping is the “cube” mapping 
as explained in [3]. A cube map projects the six faces of the cube onto a sphere, with the following benefits: 

• A cube map's pixels are well-distributed. There are no poles that contain redundant information. 

• Cube maps have less geometric distortion, which improves coding efficiency because video codecs assume 
motion vectors are straight lines. 

 

Figure 2 – VR video ecosystem 

 



 

 

The straightforward way to encode VR video is to take either the equirectangular or the cube-mapped video and to 
send it to a regular video encoder as shown in Figure 3. Today, 4K video encoders are used for this purpose, 
producing bitrates of around 20 Mbps. The main benefit of this “brute force” approach is its simplicity: A regular 4K 
video encoder/decoder can be used without any adaptation. And if we define motion-to-photon latency as time 
needed for head movement to be fully reflected in the HMD, then we can see that network delays have no influence 
on such latency, as the full 4K picture is sent to the end-user device, and it is always available for display. After 
encoding, VR content is packaged using Adaptive Bit Rate (ABR) techniques such as Dynamic Adaptive Streaming 
over HTTP (DASH) in order to allow over-the-top (OTT) services over a Content Delivery Network (CDN). Both live 
delivery and on-demand services are supported.  

 

 

Figure 3 – Legacy encoding: “Brute force” encoding the full panorama 

At the consumption side, the 4K picture is decoded and then reconstructed in the VR player, reversing the mapping 
that was applied before encoding. 

It should be clear that transmitting the entire picture wastes a huge amount of bandwidth, because a user’s so-called 
“field-of-view” is only a very small part of the picture (≈ 12 to 15 percent, depending on the type of HMD; see Figure 
3). If we only transmitted what is in the field of view, we could do this with much higher quality for the same bitrate 
— or we could transmit the same quality at a fraction of the bitrate of the brute force method. The next section 
explains how this can be done using the concept of tiling.  

Table 1 gives a summary of commercially deployed VR video services, highlighting issues that VR-tiled approach 
described in the following section are proposing to solve. 

 

Function Resolution Assessment 

Capture 
Stitch 
Map 
Encode 

4K x 2K Easy to implement 

Transmit 
Store 

4K x 2K 
Not sensitive to network delay 
High bitrate 

Display 1K x 1K per eye Poor video quality 

Table 1 – Summary of commercially deployed VR video services 

TiledVR Streaming  

There are a few approaches to getting the bandwidth down to realistic levels. These are the two major ones:  
1. Creating many different versions of the panorama with the center of view in high quality and the rest in low quality, 

and switching between them depending on the gaze direction of the user;   

2. Dividing the image into tiles and streaming only those tiles that are in view.  



 

 

In this section, we discuss why the second method, as developed by tiledmedia [4], is much more scalable, requires 
less encoding and server resources. In general, it is a more future-proof and flexible option.  

I. Principles of tiled streaming  

Tiled streaming, which works with all relevant devices including the popular Oculus Rift, HTC's Vive and Samsung’s 
Gear VR, relies on cutting the video up in tiles and letting the end-user device retrieve only those tiles that are 
actually visible in the HMD at any given point in time. First, the panoramic video needs to be encoded in a special 
way, such that it can be divided into tiles after the compression step. This can be done with industry-standard 
encoders, most easily with HEVC [5], because it has native support for tiles. (Other codecs, such as AVC [6], can be 
adapted to work with this approach as well, but this requires more effort.) In HEVC, the encoding needs to be done 
with tiles of the desired size, and the encoder needs to enforce a few restrictions, notably that tiles are “motion-
constrained.” Typically, there will be over 100 of such tiles. These tiles are then extracted from the bitstream, 
packaged, and stored on a standard CDN, in combination with special metadata that aids reconstruction of a legal 
bitstream at the decoding side. The client then requests all the tiles that are fully or partially in the viewport of the 
HMD, combines them into a single, standards-compliant bitstream, decodes that bitstream, and then arranges the 
decoded tiles (i.e., the decoded pixels) for rendering on the device.  

Since it takes some time to retrieve tiles from the network — our measurements indicate round-trip times from 20 
ms to 40 ms in good network conditions — precautions are needed to prevent black areas or picture freezes 
appearing in the HMD when users turn their head. For this, an extra layer is used: a much lower resolution version of 
the entire panorama. When a user moves the attention to a different part of the panorama, this “fallback” layer 
ensures that there are no black holes for the 20ms to 40ms it takes for the high resolution tiles to arrive. It also 
ensures an incredibly short “motion-to-photon delay,” because the fallback layer is always present: it is always 
decoded, so it can always be displayed. This means the motion-to-photon delay for this layer is as low as it can 
possibly be because it only depends on local processing. If network delay is low enough, the switch from the low 
resolution base layer to the high quality tiles is barely visible. With quick head movement, the eye needs time to 
readjust; it actually lingers for a few milliseconds on the old focus of attention because of the vestibulo-ocular reflex 
[7]. This means there is a bit of time to fetch the new tiles, and to decode and display them, without this being 
noticeable or annoying to the user. 

By choosing the tile size in a clever way, the amount of data can be reduced by approximately 80 percent when 
compared to streaming the entire 360° sphere.  

In theory, tiles could even be encoded using scalable coding techniques. We believe this is not useful for the following 
reasons: 1) The difference in resolution between base layer and high quality tiles is so large that the bandwidth 
savings would be negligible; 2) It would incur extra latency on the decoding side, and 3) Scalable coding is not 
supported in commercially deployed decoders, which would severely limit commercial applications.  

TiledVR streaming can be used in combination with adaptive bitrate streaming, where each tile is made available in 
different qualities and bitrates. That said, current standardized solutions, such as MPEG DASH [8], unfortunately do 
not support access that is sufficiently fine-grained for timely retrieval of the high-resolution tiles, resulting in an 
increase in “motion-to-high-resolution” latency — the time it takes between head movement and display of the high-
resolution tiles. In our implementation, we have therefore crafted a proprietary storage format that allows for very 
rapid retrieval of individual frames and tiles; it allows fetching and displaying high-resolution tiles within one or two 
frames in standard network conditions. In addition, we are working in MPEG, which has recently focused its 
attention on supporting immersive media services, to address this gap and make sure standards will support the 
necessary features in the coming two years. 

Another point where modern standards greatly help is in the area of fast file retrieval. Our method is based on 
retrieval of individual tiles via HTTP, and new techniques such as HTTP/2 [9] or QUIC [10] help to further reduce tile 
switching latency.  

II. Advantages of tiled streaming 

TiledVR Streaming has a number of advantages that make the method very attractive for commercial services. 

• Quality: TiledVR streaming allows streaming of VR content at very high quality, using realistic and 
affordable bitrates. With this method, bitrates can be reduced by up to 80 percent without quality loss. 
Moreover, we can bring very significant improvement to the quality at bitrates similar to those used by a 
system that streams the entire sphere.  



 

 

• Graceful Degradation: Because the low-resolution base layer is always present, users will not experience 
“black holes” or content freezes. Rather, a low-quality version of the content will always be available. In 
addition, since tiles are retrieved individually, when bandwidth degrades, the center of the viewport might 
still display high-quality tiles while the corners of the viewport will degrade when showing the fallback 
layer. The use of adaptive bitrate streaming techniques further ensures that users can experience optimal 
quality given the available bitrate at any point in time, e.g., on a residential internet connection or even on a 
cellular 3G or 4G network. 

• Low Delay: The motion-to-photon latency of the base layer is virtually zero, and in favorable network (CDN) 
conditions, the high-resolution tiles can be retrieved within one or two frames, which makes the switching 
virtually unnoticeable. 

• Use of Existing Codecs: TiledVR streaming is compatible with existing, industry-standard codecs. In 
addition to the HEVC and AVC, new codes such as AV1 are relatively easy to support.  

• Efficient Decoder Use: The method of TiledVR streaming described in this paper allows switching of 
individual tiles. This means that gradual head movements to do not incur a complete flush of the decoder 
buffer, which would be a very inefficient use of bandwidth. Rather, it allows replacing those tiles that 
disappear from one side of the viewport by new tiles that appear on the other side, which keeps bandwidth 
in check — or, if the bandwidth is kept constant, it prevents temporary quality degradation. 

• Device Support: In addition to head-mounted devices, TiledVR streaming also works with flat screens such 
as tablets, phones, and even set-top boxes, when used as a “magic window.” 

• Support for Live Services: TiledVR obviously supports on-demand VR content. It is also especially well-
suited for live services because, in stark contrast with other approaches, the full panorama only has to be 
encoded once. Where other approaches need to encode the panorama up to 30 times [10] (once for each 
viewport), this makes TiledVR an inexpensive and easy to deploy solution. 

• Scalability: TiledVR streaming makes use of the same standard HTTP streaming concepts that are used for 
virtually all commercially deployed streaming services. This means no changes to standard servers or CDNs 
are necessary to deploy TiledVR streaming, either over the top or on a managed network, to a massive 
amount of users simultaneously. 

 

Quality and bitrate trade-offs 

As explained in the previous section, TiledVR 
streaming allows a better match between bitrate 
and perceived quality than currently deployed 
services.  

The benefits of tiled streaming are well explained 
by looking at the distribution of access speeds for 
households across the developed world. Figure 4 
shows such a graph for the United States and a 
number of countries in Europe, based on data 
reported by Akamai in its “State of the Internet” 
report [12]. 

A brute force approach requires at least 20 Mbps 
to obtain acceptable VR video quality.  Figure 4 
shows that, depending on the country, only 5 to 
25 percent of the households have access to such 
internet speeds. Using TiledVR streaming to 
deliver a comparable quality, only approximately 
5 Mbps is required, and the household coverage increases to 55 to 85 percent, allowing operators and service 
providers to increase their reach, lower their bandwidth, and grow their VR revenue. 

Figure 4 - Percentage of households receiving a given bitrate 



 

 

It may be argued that the bitrate will increase thanks to new networking technologies, including fiber-to-the-home 
and 5G cellular networking. Unfortunately, while bitrates are increasing, it will take many years before the same 85 
percent of the market is reached. Again, based on Akamai’s “State of the Internet” report, Figure 5 shows the history 
of average connection speeds. After a constant increase during a long period, the current trend is flat, even 
decreasing, justifying the benefit of using TiledVR streaming technology.  

 

Figure 5 – History of average connection speed 

As noted in the previous section, the roundtrip network delay is an important parameter for Quality of Experience 
(QoE) of TiledVR streaming. Head movements do not degrade the quality of experience if the Round-Trip-Delay 
(RTD) remains below an acceptable value, which we estimate at 50 ms. We measured this delay at different locations, 
using different CDNs and access networks. Each measurement consisted of 1800 “pings,” and minimum, maximum 
and average RTD were surveyed. From the address of the server answering to the ping request, the location of the 
server was extracted. Figure 7 illustrates RTD variability. The horizontal axis shows the wired access network which 
is used (either a corporate Local Area Network (LAN) or a home WLAN), the CDN that hosted the video, and the 
location of the CDN server that answered the request. Corporate networks show a lot of variation in the RTD, but 
have a better average RTD (9 ms to 19 ms). Home networks have less RTD variation but the average RTD is higher (5 
ms to 50 ms if the New-York Amazon server is excluded, which, surprisingly, answered to a request issued from 
France, see “A” & “B” in Figure 7).  

Figure 6 - Tile Switching Latency 

 

To confirm this significant variability in RTD, we analyzed statistics on RTD from Cedexis [12]. Figure 8  shows the 
RTD in Europe and in the United States for several CDN platforms (e.g., Amazon Cloudfront, Microsoft Azure, Level3, 



 

 

Limelight and Akamai). Measured RTD goes from 10 ms (10th percentile) to 260 ms (95th percentile), with an average 
value around 70 ms.  

Our client software collects statistics on how soon a high-quality tile is available after it appears in the viewport. Our 
measurements show that without any delivery optimization, more than 60% of the tiles are available within on 
single frame, where we used content encoded at 30 frames per second. Figure 6 shows the statistics. The content was 
hosted on Amazon Cloudfront, with origin servers in the EU and the US. The measurements were done from the US 
San Jose in the US (via LAN), and from The Hague in the Netherlands (via WIFI), both tests using the appropriate 
regional server, and the measurements carried out with continuous head movement by the user.  

 

Figure 7 – Round-trip-delay measurements 

 

Figure 8 – Round-Trip-Delay statistics from Cedexis, 1st week of January 2017  

These studies show that the choice of the CDN and access network is important to guarantee a good QoE to the end 
user when using TiledVR streaming technology. There are opportunities to improve the average RTD on CDNs for VR 
services, and we collaborate with CDN providers to better control such delays in order to keep maximum values 
closer to 50 ms. Fast response times can also be obtained when using a managed operator network where the 
operator can ensure availability of the tiles at the edges of its network. This can give in round-trip times below 20 ms, 
which means that tiles can always be available within one or two frames with content displayed at 60 frames per 
second. The result of this is that the background will barely be noticeable, if at all. 



 

 

Conclusion 

TiledVR is a method to reduce bandwidth and improve quality in VR streaming services. It divides a 360° VR video 
into tiles, which are individually encoded and stored on a CDN, where a VR player only retrieves those tiles that are 
actually visible in the user’s device. Next to better quality and a lower bandwidth, its benefits include graceful 
degradation, compatibility with existing coding systems and CDNs, massive scalability, and suitability for use with 
hardware decoders on portable and mobile devices. TiledVR can reduce the bitrate by up to 80 percent without 
quality loss. A “fallback” layer ensures that motion-to-photon latency is minimal, and that the user never sees black 
holes. The tiling approach inherently provides graceful degradation, and is inherently compatible with combined 
adaptive bitrate streaming. TiledVR streaming supports live streaming as well as on-demand video, allowing service 
providers to increase their reach from 5 to 25 percent of households up to 55 to 85 percent, depending on the 
country and region. An analysis of the roundtrip delay on CDNs shows there is room for improvement by 
collaborating with CDN providers. 
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